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Letter from the Editors
With the release of our Fall 2020 edition of the University of Rochester’s Journal of
Undergraduate Research, we mark approximately one year since our new “normal”
began. In the passing year, we all have faced many unexpected challenges and
difficulties, both personal and professional. Nonetheless, we pushed forward - we
adapted to the new social climate and adjusted to the “Zoom” life. While we hope to
return to the joys of in-person interactions in the near future, we must celebrate our
triumphs in the last year and embrace the profound changes COVID-19 has brought
upon the academic community.This pandemic has highlighted the tremendous value
of research and scholarship, as well as the benefits they bring forth to society.

In this edition of JUR, we present four articles from our fellow undergraduate
students that highlight the level of scholarship present on campus. With these articles
ranging from linguistics to chemistry, we hope to demonstrate that research can be
done in any field. In doing so, we hope to encourage our readers to pursue their own
scholarly activities in whatever subject sparks their curiosity. Speaking from personal
experience, research has truly paved our academic careers and contributed greatly to
our time at the University of Rochester where research is a hallmark of the campus
community. We hope that such pursuits may have a similar positive impact for you as
it has for us.

To all of our authors, faculty, and editorial team, we are extremely grateful for your
contributions that help JUR achieve our mission of showcasing the research done on
campus. We could not do this without all of your help.

To our readers, we hope you enjoy reading the Fall 2020 edition of JUR and look
forward to seeing your own works in the future.

Sincerely,

John Roy Lozada & Shelby Sabourin
Editors-in-Chief
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Investigating the Phase Behavior of Bead-Spring Polymer Blends
WithMolecular Dynamics Simulations

Oion Akif ‘21, Chemical Engineering
Advised by Heta Gandhi & AndrewWhite, Department of Chemical Engineering

Introduction

Phase diagrams of polymer mixtures are useful in a myriad
of areas, including applications in industry,1, 2, 3, 4 materials
science research,5, 6 as well as many other scientific applica-
tions.7, 8 Use of such diagrams enable better prediction of ex-
perimental outcomes.9 If a particular phase is desired for ama-
terial such as a paint, coating, or ink due to its desirable prop-
erties, a phase diagram can assist in providing valuable infor-
mation about the most feasible conditions it exists in, which
can allow for more efficient augmentation of experiments for
its creation.

Interactions between unlikemolecules are a driving force in the
creation of observed phases of blends.1 An interaction param-
eter related to the strength of interactions between molecules
of the polymer was created, asdefined in greater detail in a later
section. This served as a quantitativemeasure of the relative in-
teraction between the two monomers simulated. Two distinct
systems of binary polymer blends were simulated to investigate
their phase behavior with changing temperature and interac-
tion coefficient.

A polymer is a repeating chain of similar molecules, each
known as a monomer, that are chemically bonded to each
other. The number of monomers comprising a polymer is
known as the polymer’s degree of polymerization.10

There are an almost endless possible combinations of
monomers, which can create a vast range of polymer struc-
tures. Polymers may be divided into various different classes
depending on how the different monomers are arranged. One
classification is through differing connectivity, and are called
the linear, branched-chain, and network polymers.10, 11 As
the names suggest, a linear polymer consists of monomers
connected to each other in a single linear chain, whereas in a
branched-chain polymer branches are allowed from the main
chain. A network polymer may have branches connected to
other branches to produce highly complicated structures.12 In
this study, we are only concerned with the simplest class, lin-
ear polymers, as phase behavior of the more complex macro-
molecules are not yet well-understood.1

Linear polymers can be further classified as linear homopoly-
mers that comprise of only one type of monomers and copoly-
mers that constitutes multiple types of monomers.10 A block
copolymer is a polymer made of smaller blocks of polymers,
which contain the same monomer, connected to each other.13
If a block copolymer contains two blocks of different types, it
is known as a diblock copolymer.10 For simplicity, we have

only considered mixtures of linear homopolymers and diblock
copolymers in our study.

a)

b)

c)

Figure 1. Different types of polymers, where each color represents a
different monomer. The polymers represented are the a) linear
homopolymer, b) (linear) diblock copolymer, and c) a branched chain
copolymer.

A phase is traditionally described as a mechanically separable
part of a system that either can itself (or contains a constituent
which can) become part of another state in a reversible way.14
However, in the context of polymer mixtures, phases can be
defined based on the microstructures that they form.1, 15 A
phase diagram gives information about the phase of a system
under a set of thermodynamic conditions in an easily visualized
graphic. The thermodynamic conditions or phase space to be
investigated can be chosen and are typically placed on the dia-
gram’s axes. In this study, the phase behavior of mixtures will
be studied by varying temperature and interaction parameter,
creating a 2-dimensional phase diagram. The interaction pa-
rameter will be discussed in more detail in a further section.

The phase behavior of two polymer blends—the
homopolymer-homopolymer and the homopolymer-diblock
copolymer blends—were investigated, as both of these have
been widely researched in literature due to their being the sim-
plest polymer architectures of the polymer and block copoly-
mers respectively.1, 16, 17, 18, 19, 20

Methods

Initial System Configuration

The systems were initialized in ordered arrays of polymers all
parallel to each other. The first system (homopolymer blend)
was comprised of one linear homopolymer with beads of type
A, and one homopolymer with beads of type B, as shown in



Figure 2a, alternating next to each other. Each homopolymer
had a degree of polymerization of 40. The dimensions of this
array was 20 × 20 × 1, which created a prism-like box. This
system containedN = 16,000 beads in 400 polymers.

The second system (diblock polymer blend) consisted of two
linear homopolymers (of types A and B respectively), and one
diblock polymer with equal-sized A and B blocks. Each poly-
mer had a degree of polymerization of 40. The three polymers
were initialized next to each other as shown in Figure 2b in a
24 × 24 × 1 array. This system contained N = 23,040 beads
in 576 polymers.

a)

b)

Figure 2. Initial configuation of the polymer blends, where a) is the
linear homopolymer mixture system and b) is the linear
homopolymer-diblock copolymer system. White, red, and blue beads
represent three different types of beads.

Molecular Dynamics

In a real system at the molecular level, each particle will expe-
rience a force by all other particles in the system.21 This force
may be attractive or repulsive, and is generally a function of
the distance between the particles. Most atoms will experience
a strong repulsive force if they come too close to each other,
but experience an attractive force otherwise, which decreases
in magnitude with increasing separation.22, 23 Given an initial
ensemble of particles with well-defined positions, the net force
on a particle may be calculated by taking the vector sum of the
forces it experiences due to all of the other particles in the en-
semble. We can repeat this for all particles to determine all the
forces at some time t.

With this information, we can calculate the distance the parti-
cles move during some small timestep∆t using Newton’s laws
of motion.24 A rough idea about how this is calculated can be
seen in Newton’s second law of motion, which can relate the
force on a body to the distance it travels:25

F = ma =
d2x

dt2
. (1)

This allows us to find the new position of the particles at time
t + ∆t. The calculation is performed by the simulation en-
gine using an integrator, which uses numerical methods for in-

tegrating the equations of motion.26 Since the particle posi-
tions have changed, the forces on them have changed as well
and must be recalculated, and the procedure is repeated for a
large number of timesteps. The resulting path the particles fol-
low is stored in a “trajectory” file by the simulation software.

Forces on a particle are not generally determined directly. In-
stead, the force acting on a particle because of another particle
is calculated from the potential energy between the two parti-
cles. If a pair of particles has a negative potential, the particles
will experience an equal and opposite attractive force on each
other—much like the gravitational force pulling a pair of ce-
lestial bodies together. A positive potential implies the parti-
cleswill experience a repulsive force between themselves. From
this so-called “pair potential” the direction and magnitude of
the force can be determined. By determining the potentials be-
tween each particle pair in the system, the total force on each
particle can be calculated.

This simulation method is known as molecular dynamics
(MD), which aims to emulate the natural motion of particles
in a system.27 MD can be performed very efficiently by molec-
ular dynamics software such as HOOMD-blue.22, 23

The accuracy of this method largely depends on the how well
the potentials between particles can be modeled. Although no
simulation models the forces on the particles on a real system
perfectly, in many cases the simulation can produce macro-
scopic results that are accurate enough to be used in applica-
tions ranging from determining macromolecular structures to
the development of drug delivery systems in the body.28, 29, 30

The potential energy between every pair of particles in the sys-
temmust be specified to allow the simulation to run. Addition-
ally, a different set of parameters is specified for every type of
particle-pair in the system. The functional form of the poten-
tials used for our polymer systems will be discussed in Sections
and , and their respective parameters in Section .

Bonded and non-bonded particles are generally also assigned
different potentials since such particle pairs behave much dif-
ferently from each other. As such, we will differentiate between
these two potentials, naming them bonded and non-bonded
pair potentials respectively.

BeadSpring Polymer Model

Polymers are commonlymodeled using the bead-springmodel
inMD simulations.31 Thismodel describesmonomers as a sin-
gle bead instead of a group of atoms, and describes the beads
as connected to each other using simple harmonic springs. The
advantages of this model is twofold. Firstly, it reduces the com-
plexity of the simulation by reducing the number of particles
simulated, thereby allowing us to run larger or longer simu-
lations. This technique of simplifying molecules is known as
coarse-graining and is very popular amongst computational re-
searchers, and an entire research topic in its own right.32 The
second advantage of this model is that it provides us with a
functional form of the potential between bonded particles, i.e.
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the bonded potential, which is reasonably accurate in simulat-
ing real polymers.31

The simple harmonic springs modeling the bonds obey the
classical laws ofmechanics. Asmight be expected fromphysics,
the potential energy separating some bonded bead type i and
type j as described by a spring is given by

Vij(r) =
1

2
k (r − r0)

2 (2)

where Vij(r) is the bonded pair potential between i and j,
r is their separation, k is the ‘spring constant’ (representing
the stiffness of the spring), and r0 is the equilibrium length of
the spring.22, 23 The two independent variables (which we may
change) in this function are k and r0. These parameters must
be chosen for each unique bead pair i, j that are connectedwith
a bond modeled by this potential.

LennardJones Potentials

The 12-6 Lennard-Jones (LJ) potential is one of the most ex-
tensively used non-bonding potentials33 due to its mathemat-
ical simplicity allowing for simulation of large systems.34 It is
defined for a pair of particles i and j according to the equation

Vij = 4ε

[(σ
r

)12
−
(σ
r

)6]
(3)

where Vij(r) is the non-bonded pair potential between i and
j, r is the separation between the two bodies, ε is the potential
well depth, and σ is the finite inter-particle distance where the
LJ potential is 0.35 The potential well depth affects the magni-
tude of the experienced force at some given separation. ε and
σ and parameters chosen for every unique set of i and j in the
system.

All bead pairs that were not connected by bonds had their po-
tentials modeled using using LJ potentials.

One interesting point to note is that if these potentials (mainly
the LJ non-bonded potential) were to be applied between ev-
ery pair of non-bonded particles in the system, the number of
potentials needed to be calculated would grow on the order of
N2, whereN is the number of particles in the system. As such,
the complexity of the computation would grow so quickly that
even computer simulations would struggle to simulate larger
systems containing tens or even hundreds of thousands of par-
ticles. To combat this we only calculate potentials between
bodies that are within some cutoff radius rcut of each other,
which allows the significant interactions to be modeled while
considerably reducing complexity of the compuation. The cut-
off radius generally set at 2.5σ,36, 37 which captures the most
important particle interactions.

Polymer Interaction Parameter

The Flory-Huggins interaction parameter, also known as the
polymer interaction parameter or the χ parameter, is a mea-
surement of how favorable the interactions between two differ-
ent polymer segments is.1 This interaction parameter is speci-
fied as an interaction between two types of polymer segments

i and j, and is then denoted χij . Generally the interaction pa-
rameter is measured from a polymer mixture system either ex-
perimentally38 or from simulations39 using a myriad of exper-
imental and analytical methods, to produce an expression that
is dependent on temperature.40

In this study we will define a similar interaction parameter
which will be used for quantifying the interaction strength be-
tween two different types of monomers in a binary polymer
system. In such a system, there are two interactions of impor-
tance: self- and cross-monomeric interactions. The greater the
self-interactions than the cross-interactions, themore desirable
it will be for the polymers to clump up with its own kind. This
is intuitively visualized in a system with linear chains, but be-
comes more interesting when considering systems containing
polymers with diblocks or branches.

For our simulations, we will define our own interaction param-
eterχwhichmeasures the favorability ofmixing vs non-mixing
(i.e. self vs cross) interactions. Since LJ potentials present the
only non-bonded interactions present in our mixture, it is rea-
sonable to define the interaction parameter as a ratio between
the strength of LJ interactions, between similar bead types i and
i and different-bead types i and j. This is defined as a ratio

χ =
εii · εjj
ε2ij

. (4)

According to this definition an interaction parameter close to
zero implies very unfavorable interactions between like poly-
mer segments which results is favorable segment cross-mixing.
A large positive value implies the opposite.

In the original Flory-Huggins interaction parameter however,
a negative value (χ < 0) means that the resulting energy of
mixing of the segments is favorable, whereas a positive value
(χ > 0) means that the mixing is unfavorable.1 We would like
a similar relationship with our defined interaction parameter,
which can be emulated by taking the logarithm of the our pre-
vious definition to give

χ = ln

(
εii · εjj
ε2ij

)
, (5)

which is negative for favorable mixing (εii, εjj < εij) and pos-
itive for unfavorable mixing (εii, εjj > εij).

Simulation Parameters

The HOOMD-blue simulation engine is unitless and requires
the input parameters to be specified with a set of selfthree fun-
damental units (distance D, energy E , and mass M), from
which all other units are derived.22, 23 For this work the sys-
tem was modeled with units nm, kcalmol−1, and amu for the
three respective fundamental units. Derived units consistent
with this set of fundamental units are ps for time, and the Boltz-
mann constant kB = 8.31× 10−3 kJmol−1 Kelvin−1. The
Boltzmann constant will henceforth be abbreviated as k. Tem-
perature is expressd in terms of the Boltzmann constant as kT .
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had a degree of polymerization of 40. The dimensions of this
array was 20 × 20 × 1, which created a prism-like box. This
system containedN = 16,000 beads in 400 polymers.

The second system (diblock polymer blend) consisted of two
linear homopolymers (of types A and B respectively), and one
diblock polymer with equal-sized A and B blocks. Each poly-
mer had a degree of polymerization of 40. The three polymers
were initialized next to each other as shown in Figure 2b in a
24 × 24 × 1 array. This system contained N = 23,040 beads
in 576 polymers.
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linear homopolymer mixture system and b) is the linear
homopolymer-diblock copolymer system. White, red, and blue beads
represent three different types of beads.

Molecular Dynamics

In a real system at the molecular level, each particle will expe-
rience a force by all other particles in the system.21 This force
may be attractive or repulsive, and is generally a function of
the distance between the particles. Most atoms will experience
a strong repulsive force if they come too close to each other,
but experience an attractive force otherwise, which decreases
in magnitude with increasing separation.22, 23 Given an initial
ensemble of particles with well-defined positions, the net force
on a particle may be calculated by taking the vector sum of the
forces it experiences due to all of the other particles in the en-
semble. We can repeat this for all particles to determine all the
forces at some time t.

With this information, we can calculate the distance the parti-
cles move during some small timestep∆t using Newton’s laws
of motion.24 A rough idea about how this is calculated can be
seen in Newton’s second law of motion, which can relate the
force on a body to the distance it travels:25

F = ma =
d2x

dt2
. (1)

This allows us to find the new position of the particles at time
t + ∆t. The calculation is performed by the simulation en-
gine using an integrator, which uses numerical methods for in-

tegrating the equations of motion.26 Since the particle posi-
tions have changed, the forces on them have changed as well
and must be recalculated, and the procedure is repeated for a
large number of timesteps. The resulting path the particles fol-
low is stored in a “trajectory” file by the simulation software.

Forces on a particle are not generally determined directly. In-
stead, the force acting on a particle because of another particle
is calculated from the potential energy between the two parti-
cles. If a pair of particles has a negative potential, the particles
will experience an equal and opposite attractive force on each
other—much like the gravitational force pulling a pair of ce-
lestial bodies together. A positive potential implies the parti-
cleswill experience a repulsive force between themselves. From
this so-called “pair potential” the direction and magnitude of
the force can be determined. By determining the potentials be-
tween each particle pair in the system, the total force on each
particle can be calculated.

This simulation method is known as molecular dynamics
(MD), which aims to emulate the natural motion of particles
in a system.27 MD can be performed very efficiently by molec-
ular dynamics software such as HOOMD-blue.22, 23

The accuracy of this method largely depends on the how well
the potentials between particles can be modeled. Although no
simulation models the forces on the particles on a real system
perfectly, in many cases the simulation can produce macro-
scopic results that are accurate enough to be used in applica-
tions ranging from determining macromolecular structures to
the development of drug delivery systems in the body.28, 29, 30

The potential energy between every pair of particles in the sys-
temmust be specified to allow the simulation to run. Addition-
ally, a different set of parameters is specified for every type of
particle-pair in the system. The functional form of the poten-
tials used for our polymer systems will be discussed in Sections
and , and their respective parameters in Section .

Bonded and non-bonded particles are generally also assigned
different potentials since such particle pairs behave much dif-
ferently from each other. As such, we will differentiate between
these two potentials, naming them bonded and non-bonded
pair potentials respectively.

BeadSpring Polymer Model

Polymers are commonlymodeled using the bead-springmodel
inMD simulations.31 Thismodel describesmonomers as a sin-
gle bead instead of a group of atoms, and describes the beads
as connected to each other using simple harmonic springs. The
advantages of this model is twofold. Firstly, it reduces the com-
plexity of the simulation by reducing the number of particles
simulated, thereby allowing us to run larger or longer simu-
lations. This technique of simplifying molecules is known as
coarse-graining and is very popular amongst computational re-
searchers, and an entire research topic in its own right.32 The
second advantage of this model is that it provides us with a
functional form of the potential between bonded particles, i.e.
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the bonded potential, which is reasonably accurate in simulat-
ing real polymers.31

The simple harmonic springs modeling the bonds obey the
classical laws ofmechanics. Asmight be expected fromphysics,
the potential energy separating some bonded bead type i and
type j as described by a spring is given by

Vij(r) =
1

2
k (r − r0)

2 (2)

where Vij(r) is the bonded pair potential between i and j,
r is their separation, k is the ‘spring constant’ (representing
the stiffness of the spring), and r0 is the equilibrium length of
the spring.22, 23 The two independent variables (which we may
change) in this function are k and r0. These parameters must
be chosen for each unique bead pair i, j that are connectedwith
a bond modeled by this potential.

LennardJones Potentials

The 12-6 Lennard-Jones (LJ) potential is one of the most ex-
tensively used non-bonding potentials33 due to its mathemat-
ical simplicity allowing for simulation of large systems.34 It is
defined for a pair of particles i and j according to the equation

Vij = 4ε

[(σ
r

)12
−
(σ
r

)6]
(3)

where Vij(r) is the non-bonded pair potential between i and
j, r is the separation between the two bodies, ε is the potential
well depth, and σ is the finite inter-particle distance where the
LJ potential is 0.35 The potential well depth affects the magni-
tude of the experienced force at some given separation. ε and
σ and parameters chosen for every unique set of i and j in the
system.

All bead pairs that were not connected by bonds had their po-
tentials modeled using using LJ potentials.

One interesting point to note is that if these potentials (mainly
the LJ non-bonded potential) were to be applied between ev-
ery pair of non-bonded particles in the system, the number of
potentials needed to be calculated would grow on the order of
N2, whereN is the number of particles in the system. As such,
the complexity of the computation would grow so quickly that
even computer simulations would struggle to simulate larger
systems containing tens or even hundreds of thousands of par-
ticles. To combat this we only calculate potentials between
bodies that are within some cutoff radius rcut of each other,
which allows the significant interactions to be modeled while
considerably reducing complexity of the compuation. The cut-
off radius generally set at 2.5σ,36, 37 which captures the most
important particle interactions.

Polymer Interaction Parameter

The Flory-Huggins interaction parameter, also known as the
polymer interaction parameter or the χ parameter, is a mea-
surement of how favorable the interactions between two differ-
ent polymer segments is.1 This interaction parameter is speci-
fied as an interaction between two types of polymer segments

i and j, and is then denoted χij . Generally the interaction pa-
rameter is measured from a polymer mixture system either ex-
perimentally38 or from simulations39 using a myriad of exper-
imental and analytical methods, to produce an expression that
is dependent on temperature.40

In this study we will define a similar interaction parameter
which will be used for quantifying the interaction strength be-
tween two different types of monomers in a binary polymer
system. In such a system, there are two interactions of impor-
tance: self- and cross-monomeric interactions. The greater the
self-interactions than the cross-interactions, themore desirable
it will be for the polymers to clump up with its own kind. This
is intuitively visualized in a system with linear chains, but be-
comes more interesting when considering systems containing
polymers with diblocks or branches.

For our simulations, we will define our own interaction param-
eterχwhichmeasures the favorability ofmixing vs non-mixing
(i.e. self vs cross) interactions. Since LJ potentials present the
only non-bonded interactions present in our mixture, it is rea-
sonable to define the interaction parameter as a ratio between
the strength of LJ interactions, between similar bead types i and
i and different-bead types i and j. This is defined as a ratio

χ =
εii · εjj
ε2ij

. (4)

According to this definition an interaction parameter close to
zero implies very unfavorable interactions between like poly-
mer segments which results is favorable segment cross-mixing.
A large positive value implies the opposite.

In the original Flory-Huggins interaction parameter however,
a negative value (χ < 0) means that the resulting energy of
mixing of the segments is favorable, whereas a positive value
(χ > 0) means that the mixing is unfavorable.1 We would like
a similar relationship with our defined interaction parameter,
which can be emulated by taking the logarithm of the our pre-
vious definition to give

χ = ln

(
εii · εjj
ε2ij

)
, (5)

which is negative for favorable mixing (εii, εjj < εij) and pos-
itive for unfavorable mixing (εii, εjj > εij).

Simulation Parameters

The HOOMD-blue simulation engine is unitless and requires
the input parameters to be specified with a set of selfthree fun-
damental units (distance D, energy E , and mass M), from
which all other units are derived.22, 23 For this work the sys-
tem was modeled with units nm, kcalmol−1, and amu for the
three respective fundamental units. Derived units consistent
with this set of fundamental units are ps for time, and the Boltz-
mann constant kB = 8.31× 10−3 kJmol−1 Kelvin−1. The
Boltzmann constant will henceforth be abbreviated as k. Tem-
perature is expressd in terms of the Boltzmann constant as kT .



Both the polymer systems were simulated at a range of temper-
atures and interaction parameters. The simulations were run
in the canonical NVT ensemble, where N refers to the num-
ber of particles in the system, V refers to volume, and T refers
to temperature, and each of these variables are held constant
for the simulation. The simulation is run with the ensemble’s
corresponding NVT integrator. This ensemble additionally re-
quires a thermostat to keep the temperature constant; the NVT
thermostat was used with timestep τ = 1.0 ps. This ensemble
was chosen due to its ability to stabilize the simulation, allow-
ing for a larger time step to be used.41 This is useful in studying
bead-spring systems such as ours, in which large time periods
are required for simulation.

The MD simulation in HOOMD-blue was run with a timestep
of 0.001 ps and was allowed to continue for 2 · 105 total
timesteps. The last frame of the simulation was analyzed to
identify the phase produced at that temperature and interac-
tion parameter, producing a data point for (T, χ). This simu-
lation was repeated for all combinations of temperature T ∈
(0.1, 2.5) with steps of 0.1 and χ ∈ (−4.0, 4.0) in steps of 0.5,
providing a total of 425 simulations per polymer system.

The simulation consisted of a rectangular box containing the
polymers with periodic boundary conditions. Each bead was
initially separated by 1.0 nm in the polymer. Polymers them-
selves were separated by a center-to-center distance of 2.0 nm.
The harmonic bonds holding beads together were all assigned
identical equilibrium lengths of 1.0 nm42 and spring constant
10kT . As a result, the springs were stiff, allowing the bond
length to stay near the equilibrium length.43, 44

The potential well depths for Lennard-Jones self-interactions
(i.e. εAA and εBB) were fixed at 2kT , on the typical or-
der of magnitude for an LJ potential well depth.45 The the
cross-interaction εAB was back-calculated from the this self-
interaction and interaction parameter value being investigated
as follows:

χ = ln

(
εAA · εBB

ε2AB

)
=⇒ εAB =

√
εAA · εBB

exp(χ)
(6)

The σ value was chosen as 1.0 nm. As a result, we set the cutoff
radius for these LJ potentials to 2.5σ = 2.5 nm.

In order to give a feel for the values of self and cross interac-
tions over the investigated interaction parameter range, values
of εAA and εAB for some interaction parameters is shown be-
low.

χ εAA / kT εAB / kT
-3.0 2.0 40.17
-2.0 2.0 14.78
-1.0 2.0 5.44
0.0 2.0 2.00
1.0 2.0 0.73
2.0 2.0 0.27
3.0 2.0 0.10

Results and Analysis

Qualitative Phase Classification

The simulation trajectories were analyzed using the OVITO
particle visualization program.46 As seen in Figures 3 and 4,
the types of phases found were related to the homogeneity of
monomer distribution inside the simulation box. One phase
was defined as a “heterogeneous phase”. In this phase dis-
tinct “clumps” or “globules” of similar monomers were found.
We defined another phase as a homogeneous one, where no
such clumps are observed, and there are no more than a few
monomers of one type coalescing together. This is character-
istic of a situation when cross interactions are more favorable
than self interactions. Other phases were classified according
to the extent to which they clumped together, which lay some-
where between these two extremes. Various phases in line with
the phase descriptions above were investigated in each of the
phase descriptions.

Upon investigation of the linear homopolymer blend, certain
combinations of temperature and interaction parameter re-
sulted in a heterogeneous phase with like monomers largely
separated from each other. This phase was namedH1, where H
stands for “homogeneous”. The other extreme phase contained
polymers mixed together homogeneously, named phase H4.

Two more phases in between these extremes, H2 and H3,
were observed in the trajectories and named as intermediate
phases between H1 and H4. Phase H2 contained relatively
large clumps of similar monomers spread throughout the sim-
ulation box, while in contrast H1 contained larger clumps that
faced a near-binary split. Renders of these phases are shown in
Figure 3.

Similar phases can be found in the diblock mixture system,
with D1 (with D standing for “diblock”) being the most homo-
geneous and D4 being the most heterogeneous. Intermediate
phases called D2 and D3 are also named. These are shown in
Figure 4.

Radial Distribution Functions

We consider the radial distribution function, or RDF, denoted
as g(r), which describes the density of some particle type B
from some other particle type A, averaged across all particles
B in the system. Alternatively, it can be thought of as the prob-
ability of finding particle A in a volume element at some dis-
tance away from a randomly chosen bead B in the system.47
Hence, the RDF can provide information about the local struc-
ture of the system by describing the environment of an average
bead of a specific type, with respect to some other bead type.48
Peaks in the RDF correspond to regions of high density of bead
A around bead B.

The RDF can be calculated using

dnr

dr
= g(r) · 4πr2 · ρ (7)
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Figure 3. Simulation renders and RDF diagrams of four simulation trajectories of each of the four identified phases H1-H4. White
beads represent bead type A and red ones represent bead type B.
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to the extent to which they clumped together, which lay some-
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the phase descriptions above were investigated in each of the
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Upon investigation of the linear homopolymer blend, certain
combinations of temperature and interaction parameter re-
sulted in a heterogeneous phase with like monomers largely
separated from each other. This phase was namedH1, where H
stands for “homogeneous”. The other extreme phase contained
polymers mixed together homogeneously, named phase H4.

Two more phases in between these extremes, H2 and H3,
were observed in the trajectories and named as intermediate
phases between H1 and H4. Phase H2 contained relatively
large clumps of similar monomers spread throughout the sim-
ulation box, while in contrast H1 contained larger clumps that
faced a near-binary split. Renders of these phases are shown in
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Similar phases can be found in the diblock mixture system,
with D1 (with D standing for “diblock”) being the most homo-
geneous and D4 being the most heterogeneous. Intermediate
phases called D2 and D3 are also named. These are shown in
Figure 4.

Radial Distribution Functions

We consider the radial distribution function, or RDF, denoted
as g(r), which describes the density of some particle type B
from some other particle type A, averaged across all particles
B in the system. Alternatively, it can be thought of as the prob-
ability of finding particle A in a volume element at some dis-
tance away from a randomly chosen bead B in the system.47
Hence, the RDF can provide information about the local struc-
ture of the system by describing the environment of an average
bead of a specific type, with respect to some other bead type.48
Peaks in the RDF correspond to regions of high density of bead
A around bead B.

The RDF can be calculated using
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Figure 4. Simulation render and RDF diagrams phases D1-D4. White beads represent bead type A and blue ones represent bead
type B.

where ρ is the local number density of one bead type around
another bead type that the RDF is taken for.49

RDF values were calculated for the last frame of each of the
phases H1-H4 and D1-D4 using OVITO’s coordination analy-
sis modifier.46 The RDFs are shown in Figures 3 and 4.

For the H1 phase, we observe that the peaks for the A-A and B-
B bead-pair RDFs are much higher than that of the A-B bead-
pair RDF.This shows that around a distance of about 1 nmaway
from bead A, there are many other A beads. Likewise, beads of
type B preferably congregate around other B beads. The rela-
tively flat curve for the A-B cross-interaction RDF shows that
many fewer beads prefer to intermingle with beads of a differ-
ent type.

For phase H2, we see that, predictably, the peak at for both A-
A and B-B RDFs are lower, showing that the like particles tend
to be spread out more than in phase H1. This is mainly due to
a much higher temperature, giving the system ample energy to
spread out, while also lowering the interaction parameter com-
pared to H1 which allows the system to mix better.

In phase H3, we see that the peak increases in size again. This
is evident from the snapshot showing the physical character-
istic of the polymer blend: it is clumped together in a much
smaller volume compared to phase H2. As a result, since beads
are closer to each other on average, the density of like particles
around other like particles are higher. However, we note that
interestingly the A-B RDF start becoming much more signifi-
cant. This can be explained by the more compact nature of this
phase, which prevents polymers of different types from isolat-
ing from each other completely, as in phase H1. This is also a
result of weaker self and stronger cross interactions.

In the last phase H4, we can see that the cross interactions
of beads are more prevalent than self interactions. This is es-
pecially interesting as in the original system only beads are
bonded to each other.

We can see a similar trend across both systems—that radial dis-
tribution functions for corresponding phases have a high level
of similarly to each other—suggesting that the systems are sim-
ilar enough that their own distinct phases do not form.

Although trajectory snapshot renderings are a useful way of vi-
sualizing the state and phase of a simulation trajectory, they are
not as useful when investigating the phase across a large num-
bers simulations as we have done in this work across a large
range of phase space. For easier visualization of trajectories
across a parameter range, we may create a phase diagram that
is visual in nature, on which head-on images of the trajectory
are overlaid onto the phase diagram. This is performed for both

systems to produce Figures 5 and 6.

As we can see, there are definitive transitions between systems
that contain polymers clumped together versus those where
the polymers are thoroughly mixing. The region around T =
0.8kT , χ = 2.5 best shows the phase separation. This is rea-
sonable; at moderate temperatures and strong self-interaction
parameters one would not expect the polymers to mix very
well. At lower temperatures we see lessmixing. This could pos-
sibly be due to insufficient time spent running the simulations,
as at low temperatures the system would take longer to equi-
librate. At much higher temperatures such as T = 2.0kT , al-
though clumps of polymers can be seen, the system looksmuch
more chaotic with beads intermingling. This falls in line with
what is expected from greatly increasing the internal energy of
the system.

Thediblock copolymer phase diagram sharesmuch of the char-
acteristics of the homopolymer diagramwith some notable dif-
ferences. Firstly, when overlaying the two phase diagrams, one
can see that the region where the phases separate is shifted fur-
ther to the left. Furthermore, regions appear at lower temper-
atures which seem to be more separated than the simulations
on the linear homopolymer system.However, at high temper-
atures, this system breaks down and we see mostly homoge-
neous systems, especially at the negative interaction parame-
ters which favor cross interactions.

Conclusion

In this study, we have observed the effect of changing two vari-
ables, temperature and interaction parameter between beads,
of two-bead polymer systems. These two systems were seen to
behave similarly to each other in terms of phases and the tem-
perature/interaction parameter sets which resulted in them.
Four different phases were identified for each system. The
RDFs of each phase were inspected to investigate the spacial
relationship between like and unlike beads for each phase, and
how this realted to the mixing of the two polymers.

A phase diagram was created to investigate the systems further
across all of the simulated trajectories. Clear regions were seen
that favored polymer separation; atmoderate temperatures and
positive interaction parameters more significant clumping was
seen across both systems. Mixing occurred best at conditions
straying further from these moderate conditions, and at nega-
tive values of the interaction parameter. The diblock copoly-
mer system seemed to separate more aggressively, but did so
at a smaller temperature range. The effect of high temperature
and negative interaction parameter on the distribution of beads
was also discussed.
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sis modifier.46 The RDFs are shown in Figures 3 and 4.

For the H1 phase, we observe that the peaks for the A-A and B-
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A and B-B RDFs are lower, showing that the like particles tend
to be spread out more than in phase H1. This is mainly due to
a much higher temperature, giving the system ample energy to
spread out, while also lowering the interaction parameter com-
pared to H1 which allows the system to mix better.

In phase H3, we see that the peak increases in size again. This
is evident from the snapshot showing the physical character-
istic of the polymer blend: it is clumped together in a much
smaller volume compared to phase H2. As a result, since beads
are closer to each other on average, the density of like particles
around other like particles are higher. However, we note that
interestingly the A-B RDF start becoming much more signifi-
cant. This can be explained by the more compact nature of this
phase, which prevents polymers of different types from isolat-
ing from each other completely, as in phase H1. This is also a
result of weaker self and stronger cross interactions.

In the last phase H4, we can see that the cross interactions
of beads are more prevalent than self interactions. This is es-
pecially interesting as in the original system only beads are
bonded to each other.

We can see a similar trend across both systems—that radial dis-
tribution functions for corresponding phases have a high level
of similarly to each other—suggesting that the systems are sim-
ilar enough that their own distinct phases do not form.

Although trajectory snapshot renderings are a useful way of vi-
sualizing the state and phase of a simulation trajectory, they are
not as useful when investigating the phase across a large num-
bers simulations as we have done in this work across a large
range of phase space. For easier visualization of trajectories
across a parameter range, we may create a phase diagram that
is visual in nature, on which head-on images of the trajectory
are overlaid onto the phase diagram. This is performed for both

systems to produce Figures 5 and 6.

As we can see, there are definitive transitions between systems
that contain polymers clumped together versus those where
the polymers are thoroughly mixing. The region around T =
0.8kT , χ = 2.5 best shows the phase separation. This is rea-
sonable; at moderate temperatures and strong self-interaction
parameters one would not expect the polymers to mix very
well. At lower temperatures we see lessmixing. This could pos-
sibly be due to insufficient time spent running the simulations,
as at low temperatures the system would take longer to equi-
librate. At much higher temperatures such as T = 2.0kT , al-
though clumps of polymers can be seen, the system looksmuch
more chaotic with beads intermingling. This falls in line with
what is expected from greatly increasing the internal energy of
the system.

Thediblock copolymer phase diagram sharesmuch of the char-
acteristics of the homopolymer diagramwith some notable dif-
ferences. Firstly, when overlaying the two phase diagrams, one
can see that the region where the phases separate is shifted fur-
ther to the left. Furthermore, regions appear at lower temper-
atures which seem to be more separated than the simulations
on the linear homopolymer system.However, at high temper-
atures, this system breaks down and we see mostly homoge-
neous systems, especially at the negative interaction parame-
ters which favor cross interactions.

Conclusion

In this study, we have observed the effect of changing two vari-
ables, temperature and interaction parameter between beads,
of two-bead polymer systems. These two systems were seen to
behave similarly to each other in terms of phases and the tem-
perature/interaction parameter sets which resulted in them.
Four different phases were identified for each system. The
RDFs of each phase were inspected to investigate the spacial
relationship between like and unlike beads for each phase, and
how this realted to the mixing of the two polymers.

A phase diagram was created to investigate the systems further
across all of the simulated trajectories. Clear regions were seen
that favored polymer separation; atmoderate temperatures and
positive interaction parameters more significant clumping was
seen across both systems. Mixing occurred best at conditions
straying further from these moderate conditions, and at nega-
tive values of the interaction parameter. The diblock copoly-
mer system seemed to separate more aggressively, but did so
at a smaller temperature range. The effect of high temperature
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Background & Significance
Mental disorders have become increasingly diagnosed
worldwide. Up to 50% of all Americans will meet clinical
criteria for a mental disorder within their lifetime. Despite
this unnerving statistic, existing treatments for psychiatric
disorders remain limited, and even treatments deemed suc-
cessful by medical practitioners fail to fully rid patients of
their symptoms.This review describes Obsessive Compulsive
Disorder, an anxiety disorder, and investigates a relatively
new approach to treating patients for whom traditional
methods are not effective.

Obsessive Compulsive Disorder (OCD) is an anxiety disor-
der characterized by obsessions and/or compulsions. Obses-
sions are defined as intrusive thoughts, images, or impulses,
and compulsions are repetitive behaviors such as hand wash-
ing or checking clocks. Another clinical characteristic of this
disorder is that the obsessions and/or compulsions are sig-
nificantly distressing and impairing to the afflicted individ-
ual. For example, an individual with OCD may believe that
they are in some way contaminated and, as a result, feel the
impulse to wash their hands constantly. The individual could
wash their hands two or even twenty times until their obses-
sion subsides despite significant distress and skin irritation.

There are three main theories of howOCD is manifested.The
most noteworthy theory is that abnormalities within the
cortico-striatal-thalamic-cortical circuit (CSTC) in the brain
are suggested to trigger OCD symptoms. This circuit is re-
sponsible for movement selection and inhibition as well as
reinforcement and reward. It is hypothesized that OCD is
related to hyperactivity of this particular pathway, leading to
repetitive behaviors. Secondly, irregularities within the sero-
tonin system or other neurochemical disruptions have been
theorized as causes of OCD. Studies have shown that partic-
ular selective serotonin reuptake inhibitors (SSRIs) would
result in reduced symptoms for OCD patients; however, no
specific abnormality in the serotonin system has been identi-
fied as a direct cause to date. Lastly, genetics have been noted
as a factor contributing to OCD manifestation, as confirmed
by twin studies.

Similarly, three treatment methods exist for those with OCD.
The most common is pharmacotherapy through use of SSRIs
to target serotonin deficiency. However, these drugs have not
been consistently effective in treating OCD. Secondly, psy-
chotherapy has proven to be an effective approach in treating
OCD symptoms. Specifically, psychotherapy exposes indi-

viduals to fearful stimuli with the aim of adaptation of the
CSTC pathway to that stimuli. However, the underlying
mechanism is not fully understood, and many patients are
still resistant to this treatment. In extreme cases, a more inva-
sive approach is ablative procedures, where portions of the
CSTC pathway are lesioned to reduce symptoms.

While current treatments have shown moderate success,
10-20% of people with OCD still experience negative symp-
toms after treatment. Deep brain stimulation (DBS) has been
recently adopted as an additional treatment option, after its
success in treating movement disorders such as Parkinson’s
Disease. DBS is an invasive neurosurgical approach involving
implantation of electrode arrays into specific regions of the
brain. These regions are reached via drilled holes (also
known as burr holes) in the skull, where the array is guided
via neuroimaging. The electrodes then provide electrical
stimulation to the desired target to correct abnormal activity
in circuitry such as the CSTC pathway. DBS treatments vary
by the specific target in which electrodes are placed. In this
paper, two DBS targets will be discussed: the nucleus accum-
bens (NA) and the ventral anterior limb of the internal cap-
sule and ventral striatum (VC/VS).

Nucleus Accumbens
One such study targeted the NA of two subjects suffering
from chronic, treatment-resistant OCD. This target was cho-
sen as the nucleus accumbens responds to unpredictable
stimuli by halting any ongoing behaviors.Therefore, a hyper-
active NA would result in a fixed pattern of thoughts and
actions which are typical OCD symptoms.

Inclusion criteria for this study involved severe and treat-
ment-resistant OCD with a duration of at least five years,
involving failed attempts of psychotherapy, pharmacother-
apy, ECT, and augmentation strategies (i.e. antipsychotics).
Yale-Brown Obsessive Compulsive Scale (Y-BOCS), a scale
to assess OCD severity, and General Assessment of Function-
ing Score (GAF), a scale that measures mental health, were
conducted preoperatively. To be included in the study, pa-
tients must have presented a preoperative Y-BOCS score
greater than 30 (out of 40) and GAF of less than 45 (out of
100).

Electrodes provided electrical stimulation to the NA. These
were implanted surgically via a cannula inserted through
cranial burr holes in each hemisphere, 10mm above the NA.
Postoperative CT scanning was then used and compared to
preoperative MRI scanning to confirm accurate targeting
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with the electrodes. While reasoning for different pre- and
post-operative imaging modalities was not indicated, it is
inferred that an MRI was not used postoperatively, as metal-
lic electrodes would result in serious complications for the
patient through magnetic attraction out of the brain. Finally,
stimulation was provided, given that voltage amplitudes
above 5V delivered therapeutic effects.

Postoperatively, Patient 1 demonstrated a decreased Y-BOCS
score (38 to 22), with an increase in GAF score (40 to 60).
Similarly, Patient 2 demonstrated a decreased Y-BOCS score
(30 to 20) with an increase in GAF score (40 to 60). Overall,
both patients experienced significant psychological improve-
ment of OCD symptoms.

Strengths andWeaknesses

DBS targeting the NA has many advantages over other treat-
ments. Firstly, this procedure is reversible, as compared to
ablative treatment. Although implantation involves produc-
tion of burr holes, the electrodes can be removed from the
brain with minimal tissue damage. If the treatment is consid-
ered ineffective, it can be “reversed” unlike ablative surgeries
which permanently remove or lesion pieces of the brain.This
presents a more attractive strategy for both medical profes-
sionals and patients. Secondly, this approach provides elec-
trical stimulation to correct any disruptions to neural cir-
cuitry in real time. This potentially suggests a cure for pa-
tients rather than a treatment that only decreases the severity
of the disorder. However, there are some potential issues with
using constant stimulation to treat a psychiatric disorder. In
this method, researchers assume that each psychiatric
episode experienced by the afflicted individual is the same. If
a patient is experiencing a major episode, this may require
more stimulation than required for a particularly mild
episode.

In spite of promising results, the study did not report long
term efficacy of the treatment.This is particularly concerning
since the authors stated that Patient 2 had minimal results for
the first two years of testing (in which the patient was tested
for only three months longer than that time period). Patient
2 was not demonstrating significant clinical recovery due to
a dead battery as well as an imprecise location targeted
within the nucleus accumbens. While the patient experi-
enced an impressive and quick increase in functioning after
correcting this, the device was only effective between the 24-
and 27-month period, and the data may be insufficient to
draw a particular conclusion regarding device efficacy. The
subjects were not given an opportunity to qualitatively assess
the ability of DBS to reduce their own symptoms. While clin-
ical measures like Y-BOCS and GAF showed a change in
score after the procedure, verbal reports of overall function-
ing could have supplemented the data demonstrating clinical
improvement. These verbal reports could have provided fur-
ther insight into the occurrence of intrusive thoughts in ad-
dition to feelings of device efficacy (such as if patients are
uncomfortable or experiencing any adverse symptoms with
regard to the device itself).

Ventral Anterior Limb of the Internal
Capsule andVentral Striatum
Targeting the ventral anterior limb of the internal capsule
and ventral striatum for electrical stimulation serves as an
alternative DBS target for OCD symptoms. In a study con-
ducted by Greenberg et al. (2010), this target was chosen due
to its function as a node in the cortico-striatal-thalamic-cor-
tical (CSTC) pathway. Previously mentioned, hyperactivity
within the CSTC is one of the primary causes of OCD symp-
toms.Therefore, correction of this abnormality via one of the
nodes in this pathway is a logical target for DBS.

This study presents data collected from patients over the past
eight years from four different groups: Leuven/Antwerp, But-
ler Hospital, Cleveland Clinic and University of Florida.
Overall, 26 patients were studied. With regard to patient
characteristics, ages ranged from 7 to 34 years old, and 20 of
the 26 patients developed OCD by the age of 18. Addition-
ally, psychological measures were predetermined via Y-
BOCS (mean score 34.0 out of 40.0), Hamilton Anxiety Rat-
ing Scale (HAM-A; mean score 22.1 out of 56.0) and GAF
(mean score 34.8 out of 100.0, excluding the University of
Florida Group scores). Exclusion criteria involved a history
of a psychotic disorder, a manic episode in the past three
years, and a significant neurological disorder or abnormality.
Additionally, patients must have demonstrated clear treat-
ment-resistance. This involved a minimum of twenty ses-
sions of behavioral therapy as well as at least three months of
pharmacotherapy (SSRIs).

The device used in the study consisted of leads containing
four cylindrical electrode contacts, each 3mm long, spaced
4mm apart, and could be set as positive, negative, or off. As
more subjects were tested in this study, the leads were placed
more posteriorly based on the clinical benefit observed for
this approach. Postoperative imaging (CT) was then utilized
to determine correct placement of the leads. Testing was per-
formed postoperatively to discern the effectiveness of the
electrodes, in which stimulation was provided separately to
each electrode, ranging from 2 to 8V. Patients were also in-
structed to provide verbal feedback of any adverse effects as
well as alterations in mood, thinking, or motor function.

For data analysis, the subjects were categorized into three
groups: early (Group A; January 2002), midterm (Group B;
April 2003), and most-recent (Group C; March 2005) im-
plantation, each with a slightly different implantation site.
Post-DBS, the previous psychological measures (Y-BOCS,
HAM-A, GAF) were re-recorded at 1-, 3-, 6-, 12-, 24-, and
36-month intervals. Across all groups, it was observed that Y-
BOCS score decreased from the original 34.0 to 21.0, demon-
strating symptom relief. Of the three groups, Groups B and
C, which had more posterior sites, obtained the greatest Y-
BOCS decrease (53.9% and 54.3% decreases respectively).
This indicates that a more posterior approach is in fact in-
dicative of a greater therapeutic effect. Secondly, the mean
GAF increased from baseline value of 34.8 to 53.9 at 36
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months. Finally, similar to Y-BOCS, it was observed that the
HAM-A score for the groups as a whole decreased from the
baseline by an average of 58.7% by 36 months.

Strengths andWeaknesses

A major strength in stimulating posterior regions of the
VC/VS is that it directly stimulates a node within the CSTC,
which is a siteattributed to symptoms of OCD. Additionally,
electrical stimulation presents a less drastic, although ar-
guably equally invasive, approach than cingulotomy. Implan-
tation of electrodes can reduce symptoms by correcting ex-
isting brain circuits, rather than lesioning and destroying
them. However, a drawback to this approach is that implan-
tation of electrodes raises the possibility of procedure-related
complications. In fact, these did occur in the study, where
two patients experienced intracerebral hemorrhage, one ex-
perienced a tonic-clonic seizure and another experienced a
superficial wound infection.

This study gives a compelling case for DBS in the VC/VS, not
only looking at a larger sample than previously discussed, but
also considering their clinical narratives. These narratives
involved verbal feedback for three functional categories:
work, school, or homemaking; independent living and activ-
ities of daily living; and social engagement. While the anxiety
scales provide important quantitative data, it was valuable to
observe qualitative data to recognize how patients personally
feel about their progress, which is often not included in psy-
chiatric studies. Unfortunately, patient improvements cannot
be clearly attributed to DBS because of the allowance of con-
current treatments. In addition to DBS, some patients also
were receiving treatment for their OCD via pharmacother-
apy and behavioral therapy. While it may be unethical to dis-
rupt all therapies involved in OCD treatment other than
DBS, it does pose a potential confounding variable. Although
symptoms improved during the time of the study, this could
be attributed to sudden effectiveness of one of the other treat-
ments present at the same time.

Comparing Targets
Both studies present consistent results that suggest DBS can
aid in alleviating symptoms caused by OCDr; however, the
work done with Greenberg et al. (2010) appears to present a
stronger approach than Franzini et al. (2010).

While the two studies presented equally suitable targets for
DBS, the experimental design and findings from Greenberg
et al. (2010) were stronger. Firstly, Greenberg et al. (2010)
had a larger population of subjects that were studied over a
longer course of time. In their paper, 26 subjects were tested
across four labs. Over the eight-year span of the study, each
subject was studied for up to 36 months, presenting im-
proved OCD symptoms even within the first three months.
Conversely, Franzini et al. (2010) performed DBS on two
subjects for approximately two years. Despite this extended
length of time, effects were not observed for Subject 1 until a
year had passed while Subject 2 presented no results until 22

months, improving then due to better targeting of the NA
core after a battery change.

In Greenberg et al. (2010), there were a few complications
with regard to side effects of the surgical implantation. As
previously stated, two of the 26 patients had small intracere-
bral hemorrhages: one developed a superficial wound infec-
tion, and another experienced a tonic-clonic seizure, indicat-
ing some risk involved with the implantation procedure.
Nonetheless, a major strength of Greenberg et al. (2010) was
the use of verbal feedback from subjects to assess efficacity of
the treatment. While measures such as GAF and YBOCS
demonstrate clear quantitative information, it is important to
also receive qualitative feedback from those tested. This way,
it can be even further understood if this treatment is benefi-
cial in improving everyday functionality such as independent
living or social engagement.

Future Directions of DBS
Large strides have been made in the past decade to reduce
symptoms for those suffering with chronic and severe OCD.
However, further studies can be conducted to contribute to
this field. Below are examples of future directions presented
both from the research articles as well as from the viewpoint
of this report.

As mentioned previously, one of the complications from
Franzini et al. (2010) was the need to replace the battery of
the DBS device. Since replacement must occur every 2-3
years, this presents a limitation to the treatment. Future di-
rections posited by Franzini et al. (2010) involve creating a
rechargeable device for which charging would be less inva-
sive than a complete battery replacement. Secondly, an inter-
esting point raised by Greenberg et al. (2010) is the potential
influence of varied OCD symptoms on results. While OCD
has general symptoms and hallmark characteristics, the spe-
cific obsessions and behaviors that individuals experience
may differ greatly. To correct this, future studies may conduct
a sham-controlled study to observe the possible variability
on the effectiveness of DBS as a treatment.

While DBS studies to date have been promising, they have all
been “open-loop”, meaning that stimulation parameters,
such as voltage and frequency, always remain constant. A
logical next step would be to provide “closed-loop” electrical
stimulation by alteration of stimulation parameters. This can
be accomplished through feedback from sensors for neural
signatures (biomarkers) that are indicative of particular
OCD symptoms.This also proposes the potential to conserve
battery life since there will no longer be a constant high volt-
age.

In order to clarify the efficacy of DBS for OCD, more subjects
should be engaged in longitudinal studies. While Greenberg
et al. (2010) presented a large number of subjects, there were
many changes with regard to electrode placement, which
became more posterior over time. Targeting a consistent lo-
cation across more subjects will increase the confidence in
results regarding DBS efficacy. On the other hand, while
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there are several studies analyzing the efficacy of DBS in
OCD, location of stimulation has varied across studies.These
targets have included: VC/VS, NA, subthalamic nucleus, and
inferior thalamic peduncle. One future direction could be a
study that involves participants receiving DBS of a different
target. This way, it can be determined if there is a true “ideal”
target of DBS in order to improve the symptoms of those
suffering with OCD.
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Abstract
Hearing is a complex process that activates several regions of
the brain. Sound stimuli, including speech and music, are con-
verted from mechanical stimuli to electrical signals through
the auditory nerve pathway. This pathway stimulates the
cochlear nucleus and inferior colliculus where encoding and
processing occur. Speaking, singing, and chanting are identi-
fied as popular modes of communication, each of which can
be characterized by different rhythms and modulations of
vowels. In this investigation, the vowel formant coding of short
stimuli, that includes speaking, singing, and reciting was stud-
ied across different hearing conditions: healthy, impaired, and
impaired with hearing aid.The results have shown that the for-
mants are more clearly visible in the healthy ear and are miss-
ing from the impaired ear, especially at higher frequencies.The
lack of response at higher frequencies was restored by using a
hearing aid.

Background
This investigation was completed as a term project for
BME/LIN 216: Speech on the Brain in the Spring of 2020.
Throughout the class, speech was examined in all of its stages:
as words and vowels formed in the mouth, projected across
space via invisible waves, taken in by the ear to induce physio-
logical changes, and processed in the ever-complex brain
through electrical signals. While brainstorming our project
topic, we combined our classroom learning with our passion
for music. We were curious about the differences in how hu-
mans hear and process different mediums of voice, and how
we could use computational modeling to visualize these differ-
ences. Due to the coronavirus pandemic, equipment was lim-
ited and communication was remote. However, the investiga-
tion persisted.

Introduction
Auditory perception is a multi-step process that activates sev-
eral regions of the brain. A sound stimulus, composed of a
wave with a frequency between 20 Hz and 20,000 kHz, is capa-
ble of being processed by the human brain in the form of a
series of electrical pulses, or action potentials.1 A sound stim-
ulus first travels through the external and middle ear where it
may be filtered and localized before reaching the cochlea, a
spiral shaped bone structure, that is tonotopically arranged.1
Depending on the frequency of the stimulus wave, pressure

waves in corresponding regions of the cochlear fluid will cause
motion within the basilar membrane of the cochlea, leading to
the displacement of inner hair cells (IHCs) and opening of ion
channels.1,2,3As K+ and Ca2+ ions rush into IHCs, neurotrans-
mitters are released from hair cells to the frequency-specific
auditory nerve fibers, thus converting the physical signal of the
sound wave into a series of electrical pulses. After leaving the
cochlea, these pulses travel along the auditory nerve (AN)
from the cochlea to the cochlear nucleus, and later to the infe-
rior colliculus (IC).1,2The neurons in the IC are tonotopically
arranged in layers, which are the convergence points for sev-
eral AN fibers.1 The IC is capable of processing complex
sounds such as speech and passes signals along to the thalamus
and cortex for further processing.1,2,4

The range characteristic of speech is within the aforemen-
tioned range of stimulus frequencies detectable by humans.
The relative fundamental frequency (F0) for speech, or the
frequency of vibration of vocal cords in the production of
speech, is correlated with the size of an individual’s body and
vocal cords, along with numerous other factors.5 Therefore,
speech from women generally has higher F0 values and has a
higher pitch than speech from men.5

An important characteristic of speech across several languages
is the rhythm of syllable production, which commonly falls
between 3-8 syllables per second.6This rate is not only limited
by the movement of structures involved in the production of
noise, such as our tongue, lips, and jaw, but also by the rate at
which speech intelligibility saturates within the brain.6 In addi-
tion to speech processing, the IC is also involved in recogniz-
ing music, particularly in identifying harmonies.7 Like speech,
singingmakes use of vibrations within the vocal cords and car-
ries information through rhythmically defined modulations.8
Previous studies have noted differences in the ability to per-
ceive speech in patients with amusia, suggesting that theremay
be an overlap between the encoding involved in speech and
music processing. However, these studies have stopped short
of examining the specific response patterns with the AN and
IC.6,8

In this study, the coding of vowel sounds across three different
modes of stimuli is examined in the IC under two hearing
conditions. Phrases are spoken, sung, and chanted in order to
observe the effect of coding from rhythm and pitch modula-
tion on the IC response in a healthy and an impaired ear
model. The IC was chosen as an area of focus due to its acute

The Representation of Vowel formants in the Inferior Colliculus
due to Singing, Reciting, & Speech

Akshay Sharathchandra ‘21, Mohammed Abumuaileq ‘21 &

Victoria Figarola ‘21, Biomedical Engineering
Advised by Laurel Carney, Department of Biomedical Engineering & Neuroscience and

Joyce McDonough, Department of Linguistics



Journal of Undergraduate Research26

Biomedical Engineering, Neuroscience, Linguistics

sensitivity to fluctuations in the AN response which allows for
an in-depth view of the differences between the aforemen-
tioned methods of communication. When the AN fiber is
tuned at a frequency near a vowel’s formant, its response enve-
lope becomes flat with almost no fluctuations. This leads to a
decreased response, or a dip, in the IC, which indicates the
formant. On the other hand, if the AN fiber is tuned to a char-
acteristic frequency (CF) further from the vowels formant, the
AN response will be more fluctuated, leading to a higher IC
response. It was hypothesized that the vowel formants are
more well-encoded in a healthy auditory system. Furthermore,
the impaired auditory system with a hearing aid would restore
features lost in the impaired earmodel, such as the IC response
at high CFs and formant representation.

Approach
The approach required several different steps in order to pre-
pare for the analysis, beginning with the formation of different
stimuli. Ten different stimuli were presented, constituting
three categories: speech, singing, and reciting. The songs cho-
sen to be sung and spoken were the easily recognizable, ‘Happy
Birthday,’ ‘Mary had a Little Lamb,’ and ‘Twinkle Twinkle Little
Star.’ These recordings were performed by a female speaker.
The speech chosen for reciting were short verses from the
Qur’an, read by a male speaker as normal speech. Each stimu-
lus was recorded to analyze the speech under three conditions:
normal hearing, impaired hearing, and impaired hearing cor-
rected by a hearing aid. To model an individual with a hearing
aid, the application ‘Ear Machine’ was used, with its settings
adjusted to a loudness level of 53 and a fine-tuning of -22.9,10
The sound level was set to 65 dB SPL (sound pressure level) for
normal hearing and impaired hearing. However, the sound
level for the hearing aid was set to 79 dB SPL. The reader may
refer to the recordings in the Appendix to see how this sound
level was calculated. The stimuli had different durations de-
pending on the condition being tested.

Each stimulus was recorded using two applications. Using the
computer’s microphone with no additional settings, the soft-
ware PRAAT was used for normal and impaired hearing. For
the hearing aid recording, the application Ear Machine was
used on a phone with fine-tuning and loudness adjusted to -22
and 53.10 To find the appropriate sound level for the hearing
aid condition, two recordings were done on Ear Machine with
the values of loudness and fine-tuning (53, -22) chosen to
mimic a hearing aid setting. The second recording used the
setting for normal hearing, with a loudness of 18 and fine-tun-
ing of 0. The difference between the two sound levels of the
recordings was computed and added to 65 dB SPL (normal
hearing sound level). Therefore, the sound level for the Ear
Machine was found to be 79 dB SPL.

Each stimulus was then input into two computational models:
Zilany et al. (2014) and Nelson & Carney (2004).The Zilany et
al. (2014) framework models the auditory nerve (AN) and is
able to assess practical neural encodings with a variety of char-
acteristic frequencies.10 The Nelson & Carney (2004) frame-
work models the inferior colliculus (IC), which measures the

change in temporal envelopes.11The IC neurons have modula-
tion filters that are tuned at a specific frequency, best modula-
tion frequency, which is usually around 100 Hz. These filters
are similar in shape to a bell curve that is centered at 100 Hz.
The IC cells studied in this experiment are band enhanced
(BE). In general, the maximum response is obtained at the
modulation frequency. When the pitch of the person varies
away from 100 Hz, the response of the IC decreases accord-
ingly. Furthermore, the IC cells are very sensitive to fluctua-
tions in the AN response. The AN response has a flat envelope
when the characteristic frequency of the AN fiber is near a
formant, leading to a low IC response. When the characteristic
frequency of the AN fiber is not near a formant, the AN re-
sponse fluctuates, resulting in a stronger IC response.

Once the stimuli were entered into the auditory models (IC
and AN), the number of characteristic frequencies was
changed to 40 to obtain smoother responses with a range of
200 to 3000 Hz. To analyze normal hearing, the audiogram
values remained 0 dB HL (hearing level). However, to analyze
impaired hearing in an individual, the audiogram values were
changed to 35, 35, 38, 40, 40, 60, and 75 dB HL.The audiogram
values used for impaired hearing were also used for the hear-
ing aid. The IC and AN responses were observed under a wide
display, which is a property of the models used that illustrate
the AN and IC responses for sentences, and the rates (spikes/
second) were observed for both the AN fiber and IC BE
Model. Using the wide display, the dips in the AN and IC were
seen more clearly. The dips in the IC occurred at the formants
of the vowel of each word.

One of the main advantages of this technique was the ability to
look at specific parameters and choose to examine one partic-
ular part of the brain. However, there was a small sample size,
as only two subjects were recorded, one of each gender. To
produce more accurate results, a larger sample pool of individ-
uals could be recorded, as individuals speak and say vowels
differently due to gender and accents.

Results

Reciting and Speaking: Reciting

In this section, two verses from the Qur’an were spoken and
recited in order to study the effect of vowel representation in
the IC response. The verses were, “Qul a’udhu birabbin naas,
Malikin naas,” which roughly translates to, “Say: I seek refuge
with the Lord of mankind, the King of mankind.” The follow-
ing results represent the AN and IC responses to spoken and
recited verses in healthy, impaired, and impaired with hearing
aid models.

The responses of a healthy auditory system to spoken and
recited Quranic verses have been plotted in Figures 1 and 2.
Different features shown in the IC response indicate several
attributes, such as the vowel formants represented by the red
circles, fricatives shown by the black circles, and phase-locking
to the fundamental frequency indicated by the white arrows.
The red circles, or the vowel formants, are more evident in
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Figure 2 than in Figure 1 because the vowels were prolonged
when recited.

The responses of an impaired auditory system to spoken and
recited Quranic verses are plotted below in Figures 3 and 4. A
lack of response at high frequencies has been noted; this is be-
cause the audiogram had been set to high hearing thresholds
at higher frequencies. As shown in Figure 3, hearing loss
causes a severe decrease in the IC response. However, some
vowels’ formants are still seen as indicated by the red circles. In
Figure 4, the formants were still apparent; however, there were
fewer bright responses due to less phase-locking to the funda-
mental frequency as the pitch increases in reciting.The re-
sponses of an impaired auditory system with Ear Machine to
spoken and recited Quranic verses are plotted below in Figures
5 and 6. The lack of response to high CFs, as previously noted
in Figures 3 and 4, has not been observed in Figures 5 and 6
below due to the fact that Ear Machine emphasizes the high

frequency components of the sound. In Figure 5, the formants
are still shown at very low frequencies.

Reciting and Speaking: Speaking

The sentences used to analyze the responses on the vowels
were: (a) ‘Happy Birthday to You’, (b) ‘Twinkle Twinkle Little
Star’, and (c) ‘Mary had a Little Lamb.’ In Figures 7 and 8, the
results for speaking and singing depict the first second in
‘Mary had a Little Lamb’, which focuses on the word ‘Mary.’

Figure 7 below represents the spectrogram using PRAAT to
find the values for the average and single point for the inten-
sity, pitch, and three formants, which can be seen in Table I.
Figure 7 represents the word and vowel in ‘Mary’, as in ‘Mary
had a Little Lamb.’ In Figure 7a, the blue line represents the
average pitch, the yellow line represents the average intensity,
and the red dots signify the formants across the entire word.

Fig. 4) The outputs of the impaired ear AN and ICmodels for two
recited sentences from the Quran.

Fig. 1) AN and ICmodel outputs to two spoken sentences from the
Quran. The last two plots represent the AN and IC responses,
respectively.The vertical yellow stripes indicate that the IC
responses are phase-locked to the fundamental frequency, or the
pitch, of the speaker.

Fig. 2) The outputs of a healthy ear AN and ICmodel to two recited
sentences from the Quran.

Fig. 3) The outputs of the impaired ear AN and ICmodels for two
spoken sentences from the Quran.
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Figure 7b represents the vowel ‘a’ in ‘Mary,’ showing the exact
intensity, pitch, and formants.

In Figure 7b, the pitch and intensity lines are more linear than
in 7a, as only the vowel is being analyzed. Additionally, the for-
mants are more aligned to the ‘a’ in ‘Mary,’ rather than the
entire word.

Table I separates the word containing the vowel, the intensity
(dB), the pitch (F0), and three formants of the words contain-
ing vowels in the sentences above. The values were measured
on PRATT using the spectrogram and compared to the dips
seen in the ICmodel.The dips on the ICmodel depict the fluc-
tuations when the vowel is heard. On PRATT, the measure-
ments were found automatically by using the functions of
pitch, intensity, and formant listings at the vowel, which are
bolded and italicized in the table below. Additionally, the in-

tensity, pitch, and formants are measured at a single point: the
vowel itself.

For the three songs spoken, strong dips can be seen on the
vowel of the words for the healthy hearing condition. Figure 8
below depicts the speaking responses in the IC for the vowel ‘a’
in ‘Mary’ (the first second) for normal hearing, impaired hear-
ing, and hearing aid (EarMachine). Both the impaired hearing
and the hearing aid have a much weaker IC response. Dips are
still noticeable for the first formant, but not the rest. Impaired
hearing has a weaker response than the hearing aid.This is due
to the fact that the hearing aid amplifies the sound and thus
has a higher sound level (79 dB SPL).

Singing

The table above separates the word containing the vowel, the
intensity (dB), the pitch (F0), and the three formants of the

Fig. 7a)The average intensity, pitch, and formants across the word
‘Mary’

Fig. 7b)The specific intensity, pitch, and formants for the vowel ‘a’
in ‘Mary’

Fig. 5) Thewith AN and ICmodel responses for an impaired ear
with hearing aid to two spoken sentences. Phase-locking is pointed
out by the white arrow.

Fig. 6) Thewith AN and ICmodel responses for an impaired ear
with hearing aid to two recited sentences.
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Fig. 8) IC Responses to speaking ‘Mary had a Little Lamb’:

Word Intensity (dB) Pitch (F0) (Hz) F1 (Hz) F2 (Hz) F3 (Hz)
Happy 57.88 102.00 920.0 1812 2812
Birthday 54.09 96.59 506.0 1726 2341
Mary 59.97 102.00 596.0 2068 2760
Little 57.09 93.74 472.0 1685 3026
Lamb 56.52 90.26 762.0 2062 2627
Twinkle 62.79 109.10 451.0 2485 3167
Little 55.66 97.10 531.8 1921 2958
Star 54.98 95.53 578.0 1352 2559

Table I: Intensity (dB), pitch (F0), and the formants (Hz) of the spoken words containing vowels for normal hearing.

Fig. 8a)Normal Hearing

Fig. 8c)Hearing AidFig. 8b) Impaired Hearing
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words containing vowels in the sentences used in speaking.
The values were measured on PRAAT using the spectrogram
and were compared to the dips seen in the IC model. The
methods used to find the values for singing are the same as
those used in speaking. The vowels measured in these words
are bolded and italicized in the table below. Additionally, the
intensity, pitch, and formants are measured at a single point:
the vowel itself.

Figure 9 depicts the singing responses in the IC for the vowel
‘a’ in ‘Mary’ (the first second) in normal hearing, impaired
hearing, and hearing aid (Ear Machine). Impaired hearing has
a weaker response than the hearing aid. This is because the
hearing aid amplifies the sound and thus has a higher sound
level (79 dB SPL).

Speaking vs. Singing

Comparing the intensity and pitch for specific vowels in the
words found in Tables I and II, singing depicted an increase in
both, whereas the formants remained relatively similar to each
other. Additionally, it was beneficial to compare the average IC
rate in spikes per second to see the saturation in different types
of hearing. To compare the IC responses accurately, the same
single point of the vowel ‘a’ in ‘Mary’ was used. Figure 10 de-

picts these comparisons looking at the average IC rate in spikes
per second.

In Figure 10, the first formant is more clearly seen in normal
hearing and impaired hearing conditions. The red arrow in
each plot represents the dip depicting the first formant in
singing, whereas the purple arrow represents the first formant
for speaking. These values correspond to the values found on
PRAAT, which are seen in both Tables I and II. Additionally,
speaking tended to have a higher rate. However, in the im-
paired ear, the dips turned into peaks. Since the impaired ear
does not have saturated responses at the formant locations, it
will excite slightly near a peak in the spectrum. Comparing
Figure 10a with 10c, dips can be seen in 10a whereas peaks are
seen in 10c at the first formant.

Discussion
For reciting in the normal hearing section (Figures 1 and 2),
the vowel formants were evident in the IC model for both spo-
ken and recited Quranic verses. Since the words were elon-
gated in the recited version, the vowels were more evident.
Reciting in the impaired ear version showed a lack of IC re-
sponse at higher CFs as observed in Figures 3 and 4. Nonethe-
less, some vowels have still shown on the IC response,
indicated by dips at their formants marked by the red ovals in

(a) (b) (c)

Fig. 9) IC Responses to singing ‘Mary had a Little Lamb’: (a) Normal Hearing (b) Impaired Hearing (c) Hearing Aid. The ovals represent the
dips in the IC response due to the vowels in the first second to see the dip in the vowel ‘a’ in ‘Mary.’

Table II: Vowel, intensity (dB), pitch (F0), and the formants (Hz) of the words containing vowels while singing for normal hearing

Word Intensity (dB) Pitch (F0) (Hz) F1 (Hz) F2 (Hz) F3 (Hz)
Happy 59.70 113.0 915 1731 2615
Birthday 58.85 113.0 522 1840 2442
Mary 63.80 96.5 613 2057 2570
Little 64.80 96.7 551 1943 2560
Lamb 62.90 96.3 795 2178 3204
Twinkle 62.50 117.6 423 2215 2928
Little 66.00 122.7 608 2058 2559
Star 66.10 112.0 781 1432 2753
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Figures 3 and 4. For the impaired ear aided with Ear Machine,
the response to reciting at higher CFs was restored, though not
fully as in a healthy ear, as shown in Figures 5 and 6. This is
caused by the enhancement of the higher frequency compo-
nents of the sound due to the use of Ear Machine.

For the three songs spoken, strong dips can be seen on the
vowel of the word ‘Mary’ for the healthy hearing condition
(refer to Figure 8). The hearing aid IC response is much
stronger than the impaired hearing as the sound is amplified,
thus causing a stronger response. Additionally, ‘Twinkle Twin-
kle Little Star’ has a strong IC onset response, given that ‘t’ is a
stop constant.

However, for singing, the fundamental frequencies were much
higher than in speaking. Furthermore, singing has a stronger
IC response as it encompasses different pitches and more fluc-
tuations, and the tone is steadier. Looking at ‘Happy Birthday,’
the ‘happy’ and ‘birthday’ are elongated during singing. Con-
sequently, greater fluctuations are seen in both normal hearing
and impaired hearing. For the hearing aid, clear dips are seen
in the lower frequencies. These results are also seen for ‘Twin-
kle Twinkle Little Star’ and ‘Mary had a Little Lamb.’

In Figure 10, the IC BE average rate for speaking tends to have
a higher rate (spikes/second) in comparison to singing. The
average rate (spikes/second) is highest in the normal hearing
in comparison to impaired and hearing aid, as seen in the y-

axis of Figure 10. Additionally, the first formants are well en-
coded in the IC rate (refer to the circle and arrows). In analyz-
ing the spectrogram, the first formants are clearly seen where
the rate first dips. However, comparing the dips and peaks due
to insensitive hearing illustrates the complex effect of hearing
loss on the neural responses.

Conclusion
To conclude, the results from the healthy ear showed clear dips
corresponding to the formants of the vowels in speech,
singing, and reciting. The impaired hearing results were
promising, as the vowels’ formants caused clear dips in the IC
response. However, there was a lack of response in the IC due
to the audiogram having higher thresholds at higher frequen-
cies. This lack of response was restored by using the Ear Ma-
chine app as a hearing aid model. With the hearing aid model,
the IC response has also shown dips at lower frequencies cor-
responding to the first formant.

To improve this study in the future, it would be best to test
different loudness and fine-tuning values in the Ear Machine
to observe and compare the different responses. Although
these results give an idea of the differences between speech and
singing processing early on in the processing timeline, further
studies regarding the responses in subsequent parts of the
brain should be carried out before revising treatment for indi-
viduals with hearing loss.

(a) (b) (c)
Fig. 10)How well the formants are encoded in the average IC Rate (spikes/sec) for speaking and singing ‘Mary had a Little Lamb’:
(a) Normal Hearing (b) Impaired Hearing (c) Hearing Aid. This is for the first second of the sound to represent the vowel in ‘Mary.’
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In the 1850s, whaling was one of the most prominent indus-
tries in the United States. In the town of Falmouth, Massa-
chusetts—the “elbow” of Cape Cod—nearly 34% of men
identified themselves as either “Mariners” or “Master
Mariners.” This proportion increases further when taking
into consideration those “involved in the ancillary seafaring
trades [such] as coopers, shipwrights, sailmakers, and black-
smiths.” Whaling, however, was a dangerous occupation with
an average of one man dying per voyage. It also required
sailors to be away from their loved ones for years at a time. In
the first part of the nineteenth century, the industry began
adapting to compensate for this by allowing captains to bring
their wives to sea. One of the women who faced this life of
isolation and danger on the open ocean was Eunice
Lawrence.

In December 1853, Eunice set sail aboard the Commodore
Morris, Her husband, Lewis Lawrence, was the captain. This
whaling voyage departed from the Lawrences’ hometown of
Falmouth and cruised down the Eastern coasts of the Amer-
icas before it rounded the tip of South America, passing
through the perilous Cape Horn. From there, they sailed into
the vast Pacific Ocean. The majority of the cruise was spent
in the South Pacific, hopping from island to island in search
of whales, with the occasional foray northward to the equa-
tor. Two islands played a larger role in the voyage of the Com-
modore Morris than the multitude of others they visited or
sailed by. The Commodore Morris repeatedly looped back to
Moorea and Norfolk as these were the places where Eunice
Lawrence was left to live among strangers, thousands of miles
from home, once she gave birth to her first two sons.

Eunice’s own explanations of her experiences have been lost
to time. Eunice either did not keep a journal or it has been
lost over the last 170 years. Similarly, there is no record of any
letters written by her, describing the highs and lows of her
new maritime life. As such, Eunice’s story is outlined by the
official record of the voyage and illuminated by the journals
of other whaling wives. The official record of the voyage was
called the logbook, an unimpassioned journal of sorts, detail-
ing the weather and wind, what work was being done about
the ship, and so on. It was kept by one of the mates (other-
wise known as officers). The logbook also noted what ships
the Commodore Morris met on the water and when the cap-
tain and his “Lady” went ashore. Through this logbook, Eu-
nice’s basic whereabouts and activities are known for the
entirety of the voyage. Other documents—currently held by
the Falmouth Public Library—include a newspaper clipping
with an article written on Lewis and Eunice’s fiftieth wedding

anniversary, a scan of paragraph-long biographies on the
Lawrence wives (Eunice included), and a document written
by Eunice’s son when he revisited his birthplace in the Pacific.
Complementing these relatively objective sources are the
journals of other whaling wives; the subjectivity helps to in-
fer how Eunice might have truly felt about and reacted to the
plethora of situations she faced.

Eunice’s life before going to sea
Born in 1828 in Falmouth, Massachusetts, Eunice Freeman
Davis likely knew the Lawrence family growing up. In the
summer in which she was twenty-one years old, Eunice mar-
ried the second youngest of the seven Lawrence siblings,
Lewis. As was the whaleman tradition, both the courtship
and the engagement would have been incredibly brief such
that the sailor could be married before he had to go whaling
again. Despite the rush, it was a match of which the Davis
family likely approved. In addition to the Lawrence family
being known for its piety, it was also prosperous: five of the
six brothers were successful whaling captains and, once they
retired from the sea, entrepreneurs. It was not long before
Eunice and Lewis were separated. No more than a couple of
months after their marriage, Lewis set sail on the Commodore
Morris’ maiden voyage. It was also his first trip as captain.
With an absent husband and no children, Eunice’s life re-
mained virtually unchanged for the next four years. She
likely even continued living with her parents. However, she
had to deal with the anxious uncertainty of whether Lewis
would make it home safely.

By the mid-1850s, it was relatively common for women to be
on whaleships,— approximately 15% of whalers had cap-
tains’ wives aboard. As such, Eunice’s family was probably
less concerned about scandal than the families of the early
whaling wives, some of whose families disowned them. Nev-
ertheless, the Davis family undoubtedly had their concerns.
Even though Eunice would not be in a small boat battling an
angry and injured whale, any maritime adventure had more
than its fair share of risks: bad weather, running out of food,
getting lost, and illness were only a few of the possible
dreaded fates. An additional concern, however, was that Eu-
nice may have been pregnant at their time of departure.

Eunice aboard the CommodoreMorris
Life on a sailing vessel, even today, is extraordinarily different
from life on land. Eunice went from being able to roam her
town at will to being confined to three rooms and having a
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limited amount of time on deck in the fresh air. She also went
from having a decent variety of fresh food to living on pre-
served meats and vegetables and food that may have been
spoiled or infested with bugs and worms. These changes
would have been difficult for any of the captains’ wives to
navigate.

Furthermore, Eunice’s pregnancy would have made her ad-
justment period much more uncomfortable. Not only would
she likely face seasickness, and on top of that, undesirable
food, but both would have also been compounded by morn-
ing sickness. Additionally, it is easier to manage seasickness
from the deck, where one can combat nausea with fresh air
and watch the horizon. Many of the sailors, however, found
it an uncomfortable interference to have a lady on deck, and
the logbook does little to suggest that the Commodore Morris’
crew would have felt differently. Therefore, Eunice may have
opted to—or felt obligated to—spend the majority of her first
few months at sea suffering through the adjustment and sick-
ness in the small, poorly ventilated cabins belowdecks.

About two weeks into the voyage, Eunice would have begun
to develop her sea legs. Now, she had to figure out how to fit
into the workings of the ship. All of the household duties she
would have undertaken at home were the responsibilities of
others on the ship. One area whaling wives most clashed with
the crew was over the duty of cooking. Women were not al-
lowed in the galley (the ship’s kitchen), but there were ways
around this. Eunice’s sister-in-law, for example, managed to
negotiate with the cook on her ship so that she was able to
prepare a pie in the forward cabin that the cook would then
take to the galley to bake. Trying to be helpful, Eunice may
have been either setting the places for a meal or carrying
food to the table when, as the logkeeper recorded, “Mrs.
Lawrence broke a plate.”This is an unusual comment to be in
the logbook. It has nothing to do with the affairs of the ship
or crew, and neither did it impact the ship's search for whales.
It seems, in the overall scheme of things, irrelevant. Despite
this, the logkeeper deemed it worthy to be recorded in the
logbook. Perhaps the plate held part of the meal and the log-
keeper was bitter over the loss, or the plate was just a plate
and the logkeeper simply held a grudge against the captain’s
wife.

While the logkeeper never recorded another remark about
Eunice’s follies, the plate incident might speak to how the
crew felt about having a woman on board. Many of themmay
have felt resentment towards her, as this was relatively com-
mon aboard whaleships. In some situations, sailors viewed
their time at sea as “an escape from the company of women,”
and this was hampered by the presence of the captain’s wife.
In other situations sailors found captains’ wives intrusive due
to the noise of their young children or through their evange-
listic efforts. Whether or not this resentment was shared by
the others in the officers’ quarters would have caused dis-
comfort for Eunice. As it was, Eunice would not have been
allowed to speak with most of the crew–or rather, they would
not have been allowed to speak to her. In all, there were no

more than a dozen of the thirty-odd people aboard whom
she was allowed to interact with on a day-to-day basis during
the five-year voyage. These people included the four officers,
who likely had varying feelings towards Eunice, and she
them; the steward and cook, with whom Eunice may have
clashed over galley privileges; her husband, who as the cap-
tain was very busy; and the cabin boys, if there were any.

Luckily, there were other avenues through which Eunice
could spend time with people. Although they were infre-
quent, meetings with other ships (gams) could even lead to
years-long friendships. These gams were opportunities to
exchange news, letters, gifts, and tall tales of maritime adven-
tures. While they often lasted for only a few hours in the
afternoon (as weather allowed), they were drawn out as
much as possible when both ships carried women. Two ships
with whom the Commodore Morris gammed and developed
maritime friendships were theMohawk of Nantucket, and the
Othello of New Bedford. Both of these ships had whaling
wives on board, and the Mohawk even held a family. When-
ever the Commodore Morrismet up with one of these ships, it
was a multi-day affair. During a gam with the Othello, the
Lawrences and the Beckerman family traded visits to each
other’s ships for four days before they needed to part ways.
There were similar exchanges with theMohawk. In July 1855,
theMohawk and the Commodore Morris gammed six times in
a single month. Another time, the family from the Mohawk
even stayed the night on the Commodore Morris before both
families returned to the Mohawk for the rest of the day.

Even more rare than gamming with another woman, how-
ever, was when there were multiple “petticoat whalers”—
whalers with women on board—in a single place. This stroke
of fortune only occurred twice during Eunice’s years at sea:
once in a three-way gam with both the Mohawk and the Po-
tomac, and another time with the James Arnold and the Sea
Gull. Unlike gams in which just two ships and ladies were
involved, these gams tended to be briefer. Whereas a gam be-
tween the Commodore Morris and the Othello, for example,
lasted the better part of a week, the event between the
Commodore Morris, the Mohawk, and the Potomac lasted a
single day. Perhaps the Potomac and her crew were eager to
return to whaling,as the Commodore Morris and the Mohawk
continued their gam for another day, it is doubtful that the
Potomac was forced away by unfavorable weather.

Other special gams were with ships from the Lawrences’
home port of Falmouth or with the ships of captains Eunice
and Lewis already knew. This may have happened a number
of times throughout the voyage, especially in the latter part
when they began running into the Awashonks and the
Hobomok, both from Falmouth, Massachusetts. Whether or
not they knew the captains personally, they would likely have
heard of them, and there was a chance that they might be
carrying letters from loved ones back home. One particular
gam stands apart from all of the rest. Just a couple of months
into their voyage, the Commodore Morris caught sight of the
whaler Anaconda, out of New Bedford. The significance of
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this ship was that the captain was family. Thomas and Mercy
Lawrence were the first of the Lawrence couples to go to sea
together, and they brought with them their daughter Fanny.
For Eunice, pregnant with her first child and in an entirely
foreign environment, it was a great relief to see her sister-in-
law. Mercy, having been at sea for a couple of years already
and a mother for even longer, likely had some good advice

Despite how much Eunice might have savored these oppor-
tunities to spend time with other people, the most significant
experiences of the voyage would have been when she gave
birth to her sons. Eunice was dropped off on Moorea in June
1855, “where she [was] to remain for our cruise” to give birth
to her first son. This was only six months after the Com-
modore Morris first set sail, meaning that she could have been
a couple of months pregnant at the time of departure. On the
other hand, since Eunice was on Moorea for about a year, she
might have been pregnant on the ship for a much shorter
time before being delivered to dry land to wait out her preg-
nancy. Presumably, she would have remained on land for at
least a few months after the birth of her child to ensure his
health and to hopefully decrease any disruption a new baby
might cause the runnings of the ship. In this case, she may
have been further along before being dropped off onMoorea.

As soon as Eunice suspected her pregnancy, Lewis likely
began making plans. How long did they have before she
needed to be settled on land? Where could she go that was
relatively close to the Commodore Morris’ planned cruise
track, and where she would also be safe and comfortable?
Eunice was on Moorea for close to a year before the Com-
modore Morris returned for her. When Lewis dropped her off,
Eunice probably moved into some rooms, either in a mis-
sionary’s home or in a boarding house. While she would be
surrounded by people like her–white, Christian, and perhaps
even fellow whaling wives–she was still thrust into an unfa-
miliar setting with only strangers for company. The fear and
anguish she undoubtedly felt must have been greater than
any she had previously experienced. She was a young,
twenty-six-year-old woman 6,500 miles from home about to
give birth for the first time in a community of strangers.
These uncertainties would have been compounded by con-
cern for her husband at sea. If something happened to him,
she might never return home.

Nevertheless, Eunice made it through two other pregnancies
and deliveries . She gave birth to her second son on Norfolk
Island in 1857 and her fourth in Honolulu in 1867, when she
went to sea again some years later aboard the Ohio. The sec-
ond time, at least, was likely easier than the first because she
never went too long without seeing Lewis. In the year she was
on Norfolk Island, the Commodore Morris returned twice be-
fore it picked her up for the return journey. Eunice’s ability to
form friendships while under such circumstances speaks to
her fortitude and resilience. When her second son Augustus
returned to his birthplace at Norfolk Island thirty years later
(three visits from 1886-1888), he met people who had known
his parents. Eunice only lived on Norfolk Island for a single

year, and yet there were people who remembered her decades
later.

Whether or not the looping of the Commodore Morris’ cruise
track was accounted for by Lewis’ shore-bound boss—the
“agent” of the voyage—is unclear. Even if the agent approved
of this, it may have negatively affected the success of the voy-
age. On Lewis’ first cruise as captain, he collected 1,860 bar-
rels of sperm oil. On his cruise with Eunice, he collected only
1,098 barrels. This decrease in productivity could be the re-
sult of other factors , as the shipboard community of the
Commodore Morris experienced its share of drama while Eu-
nice was on Norfolk Island. Between January 1857, when
Eunice was dropped off, and February 1858, when she was
picked up for the trip home, two men died: the cook died of
an unspecified illness while a foremast hand fell overboard
and was run over by the ship. Additionally, there was a stab-
bing over a game of cards and the ship sprang a bad leak. It is
unclear what Eunice may have heard about this from other
ships coming into port at Norfolk Island while waiting for
Lewis’ safe return, but eventually, the ship returned for the
last time and she joined it, homeward bound.

Life after the CommodoreMorris
On October 16th, 1858, the Commodore Morris returned to
Falmouth, Massachusetts. While most whalers turned back
to the sea within a few months, Lewis remained home for a
full two years. This was special for the small family as it
marked the longest Lewis had been home since he first set
sail at age nineteen. This period of shore-bound domesticity,
however, concluded with mourning. In 1859, Eunice gave
birth to her third son, Charles Grant Lawrence, and in Octo-
ber 1860, Lewis departed on his penultimate whaling voyage,
leaving Eunice and his three sons at home in Falmouth. Six
days later, baby Charles died. It is unclear if Charles even
made it to a year of age. A short biography of the Lawrence
wives empathizes, “What heartache for Eunice, to be home
alone with two small children and to lose a baby, knowing
that her husband was not likely to be home for years.”

In August 1866, Eunice set sail for her second and final cruise
aboard the Ohio, out of New Bedford. She brought both of
her surviving sons and gave birth to her last child, Frederick,
in Honolulu. This was the last whaling voyage Lewis took,
and he never looked back. A newspaper article written in
celebration of Eunice and Lewis’ fiftieth anniversary wrote
that Lewis “counted his REAL living as beginning when he
left the sea.” According to this article, Lewis also turned
down $1,000 in favor of staying on land with his wife when a
whaling company wanted him to return to the sea. Following
his whaling career, Lewis joined the Congregational Church
as a deacon and started an ice trading business. Lewis and
Eunice remained in Falmouth and are buried at Oak Grove
Cemetery.

Due to the purpose of the logbook and its infrequent refer-
ences to Eunice, there is much that remains unknown about
Eunice’s experience on the Commodore Morris. One of the
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most significant outstanding questions is whether Eunice
wanted to go to sea in the first place. While some captains’
wives, like Abby Jane Morrell, “abandoned patience” with
being separated from their husbands and demanded to be
brought along, other wives were forced into the spartan life
of isolation. Others did not want to go, but did so anyway out
of a sense of religious or wifely duty. Another question is the
frequency of childbirth at sea versus on an island. Was Eu-
nice’s situation–being left on a conveniently located island for
a full year to give birth, let alone twice–the norm for preg-
nant whaling wives or was it an experience unique to her?
Whether or not Eunice willingly went to sea would have
colored her entire experience, and her reaction to the
changes she faced. What worldviews did she have going into
the experience? Did any of them change based on experi-
ences she had either at sea or on small islands that were so
different from home? What stories did she tell when she re-
turned to Falmouth?

The logbook, despite its shortcomings, provides enough of an
outline of Eunice Lawrence’s maritime story that it can be
added to the stories of other whaling wives who lived lives of
isolation and deprivation as they roamed the seas for years
on end. While also adjusting to being pregnant, Eunice
adapted to shipboard life, sometimes clashing with the offi-
cers and occasionally having the opportunity to gam with
other whaling wives. Through gams, Eunice developed mar-
itime friendships which lasted the full duration of her voy-
age, as with the family aboard the Mohawk. When her preg-
nancy demanded she leave the ship and be shore-bound on a
small island in the South Pacific, she went through the trying
experience only to repeat it another two times on her second
cruise. In a time when very few people travelled far from
home, let alone out of the Western Hemisphere, Eunice trav-
eled tens of thousands of miles, lived on two separate islands
in the South Pacific, each for a year at a time, and visited
countless others from South America to New Zealand. Cen-
turies before the globalized world, Eunice was known and
loved by people on Norfolk Island and in Falmouth, Massa-
chusetts—two communities on opposite sides of the Earth.
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Investigating the Phase Behavior of Bead-Spring Polymer BlendsWith Molecular Dynamics Simulations
Oion Akif ‘21, Chemical Engineering

Phase diagrams of polymer mixtures are useful in a myriad of areas, including applications in industry, materials science research,
as well as many other scientific applications. Use of such diagrams enable better prediction of experimental outcomes. If a
particular phase is desired for a material such as a paint, coating, or ink due to its desirable properties, a phase diagram can assist
in providing valuable information about themost feasible conditions it exists in, which can allow formore efficient augmentation
of experiments for its creation. In this work observe the effect of changing two variables, temperature and interaction parameter
between beads, of two-bead polymer systems. These two systems were seen to behave similarly to each other in terms of phases
and the temperature/interaction parameter sets which resulted in them. Four different phases were identified for each system.
The RDFs of each phase were inspected to investigate the spacial relationship between like and unlike beads for each phase, and
how this realted to the mixing of the two polymers.

Review: Deep Brain Stimulation as Treatment for Obsessive Compulsive Disorder and Suggested Targets
Michaela Alarie ‘21, Biomedical Engineering

Mental disorders have become increasingly diagnosed worldwide. Up to 50% of all Americans will meet clinical criteria for a
mental disorder within their lifetime. Despite this unnerving statistic, existing treatments for psychiatric disorders remain limited,
and even treatments deemed successful bymedical practitioners fail to fully rid patients of their symptoms. This review describes
Obsessive Compulsive Disorder, an anxiety disorder, and investigates a relatively new approach to treating patients for whom
traditional methods are not effective.

The Representation of Vowel formants in the Inferior Colliculus due to Singing, Reciting, & Speech
Akshay Sharathchandra ‘21, Mohammed Abumuaileq ‘21 & Victoria Figarola ‘21, Biomedical Engineering

Hearing is a complex process that activates several regions of the brain. Sound stimuli, including speech andmusic, are converted
from mechanical stimuli to electrical signals through the auditory nerve pathway. This pathway stimulates the cochlear nucleus
and inferior colliculus where encoding and processing occur. Speaking, singing, and chanting are identified as popular modes of
communication, each of which can be characterized by different rhythms and modulations of vowels. In this investigation, the
vowel formant coding of short stimuli, that includes speaking, singing, and reciting was studied across different hearing
conditions: healthy, impaired, and impaired with hearing aid. The results have shown that the formants are more clearly visible in
the healthy ear and aremissing from the impaired ear, especially at higher frequencies. The lack of response at higher frequencies
was restored by using a hearing aid.

A ForgottenWhalingWife: Eunice Lawrence of Falmouth, Massachusetts
Marija Miklavčič ‘22, History

In the 1850s, whaling was one of the most prominent industries in the United States. In the town of Falmouth, Massachusetts—
the “elbow” of Cape Cod—nearly 34% of men identified themselves as either “Mariners” or “Master Mariners.” This proportion
increases further when taking into consideration those “involved in the ancillary seafaring trades [such] as coopers, shipwrights,
sailmakers, and blacksmiths.”Whaling, however, was a dangerous occupation with an average of one man dying per voyage. It
also required sailors to be away from their loved ones for years at a time. In the first part of the nineteenth century, the industry
began adapting to compensate for this by allowing captains to bring their wives to sea. One of the women who faced this life of
isolation and danger on the open ocean was Eunice Lawrence.


